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CHOICE BASED CREDIT SYSTEM AND OUTCOME BASED EDUCATION

M.E. VLSI DESIGN

VISION OF THE INSTITUTE

To be a world class institution to impart value and need based professional education to the
aspiring youth and carving them into disciplined world class professional who have the quest for
excellence, achievement orientation and social responsibilities.

MISSION OF THE INSTITUTE

A
new k

To promote academic growt
programs and

under graduate, post graduate, and

doctoral

research
by engaging in cutting - edge

B

amoa n ht ste deu tsnI
, entrepreneuTo nurture talent, inn personality, and value system

dentsSS

c To undertake collab

with academia and indu

ora nities for long-term interaction

D To pursue global standards ;6ii11-e'ii 
,,n- pll,orr endeavors namely teaching, research,

con su ltan cy, conti n u i n g ed ucation a'"frt'tuippbrt iu n ctions

VISION OF THE DEPARTMENT

To produce competent Electronics and Communication Engineers by imparting quality education to
meet the industry requirements and for serving the societal needs

MISSION OF THE DEPARTMENT

M1 To develop appropriate facilities for promoting research activities

M2 To inculcate leadership qualities among students for self and societal growth

M3 To nurture students on emerging technologies for serving industry needs through industry
institute interface

M4 To enrich teaching learning process by transforming young minds to be resourceful
engineers

._.u ,
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PROGRAM EDUCATIONAL OBJECTIVES (PEOs)

PEOl To critically analyze and understand the principles involved in the designing and testing of
electronic circuits relevant to industry and society.

PEO2 To appreciate the concepts in the working of electronic circuits

PEO3 To take up socially relevant and challenging projects and to provide Innovative solutions
through research for the benefit of the society with latest hardware & software related to
VLSI and also to develo the ca a to rotect Intellectual Pro

PEO4 To Progress and Develop with Ethics and Communicate effectively.

PEO5 To become entrepreneurs to develop indigenous solutions

PROGRAM OUTCOMES (POs)

An ability to independently carry out research/investigation and development work to
solve practical problemsPO1

P02 An ability to write and present a substantial tech nical report/document
of mastery over the area as per th
uld be at a level higher than th

chel or
s a tiZA on of t ehpec
re uirements in the a

Students should be able toPO3

Understand the funda
in the VLSI domain.

ffigl$iinvorved in tle D€sW and Testing of electronic circuitsPO4

Provide solutions th
Automation (EDA)
society

rough research to socially relevant iss
t%$ii$r# tl,) lr ow e d oe; .,te cn n i q,,.y{ffi

ues for modern Electronic Design
kills and for the benefit of thePO5

Interact effectively witPO6
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KNOWLEDGE INSTITUTE OF TECHNOLOGY (AUTONOMOUS), SALEM - 6375O4
Version:1.OM.E. VLSI DESIGN

Date:O6.07,2024Courses of Study and Scheme of Assessment (Regulations 2O23)

SEMESTER I
Maximum MarksPeriods/ Week

c IA ESE Total
Course

Code Course Title
CAT CP L T P

sl.
No.

THEORY

40 60 100Graph Theory and
Optimization Techniques

FC 4 3 1 0 41 ME23MA1O2

3 40 60 100Research Methodology and
IPR

RM 3 2 1 02 ME23RM2O1

100PC 3 3 0 0 5 40 603 M E23VL3O 1 Analog IC Design

PC 3 0 0 3 40 60 1004 ME23VL3O2 Digital CMOS VLSI Design

100Advanced Digital System
Desiqn PC 3 0 0 3 40 605 ME23VL3O3

3 40 60 1006 ME23VL304 RFIC Design PC 3 3 0 0

AC 2 2 0 0 0 100 1007 ME23AC7XX Audit Course - I
PRACTICAL

tli: 
,4,;, 0 0 4 2 60 40 100B ME23VL3O5

l

FPGA Laboratory t:!,,.i.,,':,.'',.,,,t;t,tt:;

2 60 40 1009 ME23VL3O6 Analog IC Design Laboratory "'PC 
i; f,.o 0 4

EM PLOYABILITY ENHANCEM E

10 ME23PTBO1
Technical Sery!naq / Case
studv presentation

-ftrLE 0 2 0 100 100

31 19 -*2 10 s60 440 1000

ESTE

ods / Week Maximum Marks
Total

sl.
No.

Course
Code

,-],,
Course Title - 1

CAT" CP L T P c IA ESE

THEORY

1
Design for Verification using
UVM

PC 3 3 0 0 3 40 60 100

1002 ME23VL3OB Low Power VLSI Design PC 3 3 0 0 3 40 60

3 ME23VL3O9 VLSI Testing PC 3 3 0 3 40 60 100

4 ME23VL4XX Professional Elective - I PE 3 3 0 0 3 40 60 100

40 60 1005 ME23VL4XX Professional Elective - II PE 3 5 0 0 J

1006 ME23XX5XX Open Elective - I OE 3 3 0 0 3 40

7 ME23MC7O1
Universal Human Values
and Ethics

MC 3 2 1 0 3 40 60 100

B ME23AC7XX Audit Course - IIx AC 2 2 0 0 0 100 100

PRACTICAL

9 ME23VL31O
Verification using UVM
Laboratory PC 4 0 0 4 2 60 40 100

EM PLOYABILITY ENHANCEMENT

0 0 2 001
0 / t -={oo

10 ME23PTBO2
Research Paper Review and
presentation EEC 2 1

n

Total 29 22 1 6 etl" l+6 --l__470
=6oo'

3KIOT 23

3

3

, PC'

''.',ti,4.

' 
.'.:,::

'0,i'2

Total 23

ME23VL3O7

0

60

KIOT
lnstitute of



SEMESTER III
Periods / Week

IA ESE TotalCAT CP L T P
sl.
No.

Course
Code

Course Title

THEORY
1003 3 0 0 3 40 60VLSI Signal Processing PC1 ME23VL31 1

0 3 40 60 100PE 3 3 02 ME23VL4XX Professional Elective - III
40 60 100PE 3 3 0 0 3Professional Elective - IV3 ME23VL4XX

0 0 J 40 60 100Open Elective - II OE 34 ME23XX5XX

PRACTICAL
60 40 100PW t2 0 0 t2 65 M E23VL6O 1 Project Work - I

280 50024 L2 o t2 18 220Total
SEMESTER IV

Periods / Week Maximum Marks
CP L T P c IA ESE TotalCourse Title

CAT
sl.
No.

Course
Code

PRACTICAL
60 40 100PW 24 0 0 24 721 ME23VL6O2 Project Work - II

100.24 o 24 t2 60 40
Total No. of Credits 77

I,.ro
E STM

tdn E rI

Week Maximum Marks
CP P c IA ESE TotalCou

r"ir'= T
sl.
No

Course
Code

THEORY

0 3 40 60 100
e* e6ffi;;.

ASIC Design w'W4 PE,.-, 5 3 01 ME23VL4O1

PE, 3 0 0 3 40 60 1002 ME23VL402 Medical Imaging Systems

100PE 3 3 0 0 3 40 603 ME23VL4O3
Principles of Sensors and
Signal Conditioning

0 3 40 60 100Hardware Software Co-
Design for FPGA

PE 3 04 ME23VL404

60 100DSP Structures for VLSI PE 3 3 0 0 J 405 ME23VL4O5

')
J 0 0 3 40 60 1006 ME23VL4O6 Bio - Signal Processing PE

3 0 0 3 40 60 1007 ME23VL407
Reconfigurable
Arch itectu res

PE

3 3 0 0 3 40 60 100B ME23VL4OB
Advanced Wireless Sensor
Networks

PE

PE 3 J 0 0 3
q lv@ 1009 ME23VL4O9 Edge and Fog Computing

lt-
)3 3T 60 100ME23VL41O System On Chip PE 3 3 0 A/tt10

Board of Studies
F.ylty of Eledronicsa Communicafon Er,gg
Know-ledge tnstitute of Technobg!.,
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c

3

o

PROFESSIONAL E LECTIVES

CAT

3

3

3
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a

SEMESTER - III
(Professional Electives III & IV)

Periods / Week Maximum Marks
T P c IA ESE Total

sl.
No.

Course
Code

Course Title
CAT CP L

THEORY
PE 3 3 0 0 3 40 60 1001 ME23VL411 MEMS and NEMS

3 0 0 3 40 60 1002 ME23VL472 Network on Chip PE 3

40 60 100Evolvable Hardware PE 3 3 0 0 J3 ME23VL413

60 100Soft Computing and
Optimization Techniques PE 3 3 0 0 3 404 ME23VL474

PE 3 3 0 0 J 40 60 1005 ME23VL415 CAD for VLSI Design

100VLSI Architectures for
Imaqe Processinq

PE 3 3 0 0 J 40 606 ME23VL416

3 0 0 3 40 60 1007 ME23VL477 System Verllog PE 3

0 3 40 60 100B ME23VL41B
Adaptive Signal
Processi ng

PE 3 3 0

Machine Learning PE 3 3 0 0 J 4A 60 1009 ME23VL419

t',PE , 10010 ME23VL420
Advanced Digital Image
Processinq

3 3 0 0 3 40 60

Maximum Marks:ircds / Weeksl.
No

Course Code Title
..CAT CP

,ffiw.
,dl" T P c IA ESE Total

Except M.E. Computer Scien Engine

J,.OE 40 60 1001
M E23CP50 1/
ME23CP3 1O

Security Practices,...-,=...,..= 
=-',,

ffi
ilJ 0 0

aJ

0 3 4A 60 1002
ME23CP502/
ME23CP4O1

Cloud Computi
: :: ':.: ::.,

ng TechnologieS -...Ytr,, J 3 0

0 3 40 60 1003
ME23CPs03/
M E23CP4 1 5

Blockchain Technologies ,. 3 3 0

60 1004
ME23CP504l
MEZ3CP474

Deep Learning OE 3 J 0 0 3 40

5 M E23CP5O5 Design Thinking OE 3 J 0 0 3 40 60 100

OE 3 3 0 0 3 40 60 1006 ME23CP5O6 Principles of Multimedia

Except M.E. Industrial Safety Engineering

7
M E23rS50 1/
ME23IS3O2

Environmental Safety OE 3 3 0 0 3 40 60

B
ME23rSsO2/
M E23IS3O9

Electrical safety OE 3 0 0 J 40 60 100

9
ME23rSs03/
ME23IS413 3 0 0 40 60 100

10 ME23IS504 Design of Experiments OE 3 3 0 0 3 40 60 100

11 ME23IS5O5 Circular Economy OE 3 3 0 0 3 40 60 100

Except M.E. Embedded System Technologies

72
M E23 ETs0 1/
ME23ET31O

IoT for Smart Systems OE 3 3 0 0 3 40 /60 100,#13
MEZ3ET502/
ME23ET4OB

Machine Learning and Deep
Lea rn i nq

OE 3 0 0 -lJI*-4- kg, -\oo

KIOT Cannpus, Kakapalayam,
Salem-637 504

KIOT 5 3

OPEN ELECTIVES

:t':,

.-rr9E

100

3

Safety in Engineering Industry OE 3 3

3



74 ME23ET5O3 Renewable Energy Technology OE 3 3 0 0 3 40 100

15
ME23ETsO4/
MEZ31T423

Smart Grid OE J J 0 0 3 40 60 100

Except M.E. VLSI Design

16 ME23VL5O1 Big Data Analytics OE J 3 0 0 J 40 60 100

77 ME23VL5O2 Internet of Things and Cloud OE 3 3 0 0 3 40 60 100

1B ME23VL5O3 Medical Robotics OE 3 1J 0 0
)
J 40 100

19 ME23VL5O4 Embedded Automation OE 3 3 0 0 5 40 60 100

Maximum
MarksPeriods / Week

c IA ESE TotalCAT CP L T P

Course
Code

Course Titlesl.
No.

THEORY
L2 6 60 40 100PW 72 0 01 ME23VL6O1 Project Work I

L2 60 100PW 24 0 0 242 ME23VL6O2 Project Work II

P .l Week Maximum Marks
:Mr P c IA ESE TotalCours*g.;:,!J

CAT .cP
sl.
No.

Course
Code

THEORY

60 100.i.1
1 "''

0 4 401 ME23MA1O2
Graph Theory
Optim ization'Ter

Maximum Marks
TotalCAT' CP L T P c IA ESE

sl.
No.

Course
Code

Course ritl€l; ;i1 1N

THEORY

0 3 40 60 100Research rrlethbOolo d\f" d

iPR
RM 3 2 11 ME23RM2O1

Registration for any of these courses is optional to stud ents
Maximum MarksPeriods / Week

TotalCAT CP L T P c IA ESE
sl.
No.

Course
Code

Course Title

THEORY

3 2 1 0 J 40 60 1001 ME23MC7O1
Unlversal Human Values
and Ethics

MC

Registration for any of these courses is optional to students
Periods / Week Maximum Marks

c IA ESE Total
sl.
No.

Course
Code Course Title

CAT CP L T P

THEORY

1000 0 2 0 t001 ME23PTBO1
Technical Seminar / Case
study presentation ,_--/

100EEC 2 0 0 +)rl-ry2 ME23PTBO2
Research Paper Review and
presentation

6 FdlNEf ftfrrodb BeotdnfilboEnfr o 2 3
Knowledge lnstitute of Technology

KIOT Campus, KakaPalaYam'
Salem-637 504
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i
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icids / Week
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Registration for any of these courses is optional to students
Periods / Week Maximum Markssl.

No.
Course
Code Course Title

CAT CP L T P c IA ESE Total
THEORY

1 ME23AC7O1
English for Research Paper
Writinq AC 2 2 0 0 0 100 100

2 2 0 0 0 100 1002 ME23AC7A2 Disaster Management

1003 ME23AC7O3 Constitution of India AC 2 2 0 0 0 100

AC 2 2 0 0 0 100 1004 ME23AC704
tl EpdlpSteudBurLi:/
CLASSICAL TAMiL
LITERATURE

Periods / Week Maximum Marks
CP c IA ESE Total

sl.
No.

Course
Code Course Title

CAT L T P

THEORY

1 ME23VL42t Medical Image Analysis .SE 3 3 0 0 3 40 100

2
Applied Optimization for -

Wireless and Bigdata =5E; 3 3 0 0 3 40 100

ME23VL423
- :::,r

Medical Image P.-rbcessihg 3 3 0 0 3 40 60 100

ned
divid

la rs are dete
ch

Special electives for Ph
Doctoral Committee for
provided by the Doctoral
of Studies (BOS), and su

recommendations of the
for these electives is also
val by the Internal Board
eting

,-!).L?

7KIOT M.E/M.Tech Regulations - 2023
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SUMMARY

Credits per Semester
IV

Credits Credit o/o

I II IIISl. No. Course
Category

5.191 FC 4

3.89032 RM 3

J 30 38.9616 112

12 15. s86 64 PE

7.793 3 065 OE

6 t2 1B 23.376 PW

01 1.3EEC 17

3.893 03B MC

9 ACX

L2 77 100Total 23 24 :ri' ,[.8.;

NOMENCLATURE
loio,t,

I D\A'
.t.

Project Work Courses
..;1+--i1.?4

=F=.e*i Foundation Courses 
=;.:

CAT Category of Course

Employability Enhancement
Cou rseContact Period RM=CP

"::::

PC= Audit CourseL Lecture Period

Internal AssessmentPE
prtfE{Sioif,aft te,etittiW-'corli.Y = 

'' IAT Tutorial Period

OEjt;i
.. I

Open Elective Courses .:FFE End Semester ExaminationP Laboratory Period

Credits SE Special ElectiveC

8KIOT M.E/M.Tech Regulations - 2023
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Instructions if any

Course Objectives:

1 To introduce the concepts of DSP algorithms for parallel processing

2 To study algorithmic strength reduction techniques

3 To apply fast convolution algorithms in VLSI architectures

4 To apply arithmetic algorithms for optimization

5 To study synchronous and asynchronous pipelining methods
9UNIT-I INTRODUCTION TO DSP SYSTEMS, PIPELINING AND

PARALLEL PROCESSING OF FIR FILTERS

Introduction to DSP systems (L2) - typical DSP algorithms, data flow and dependence grap
critical path, loop bound, iteration bound, longest path matrix algorithm (L3), pipelining and parallel
processinq of FIR filters (L3), pipelining and parallel processing for low power (L2)

hs (12) -

9UNIT-II RETIMING, ALGO REDUCTION

unfolding (L2), sample period
reduction in filters and transfo

plication (L2), algorithmic strength
2-parallel fast FIR filter (13), DCT

a rchitectu re ( L2), rank-order fil
order filters L7

n foldRetiming - definitions and properti

2- pa ral I el

thm for unfolding (L3), properties of

architecture (L2), parallel rank-

d parallel p

UNIT- III PARALLEL
PROCESSIN
FAST CON 9

IIR filters (13), Look-Ahead pipelining
g (L2), Parallel processing of IIR filters

(L2), combined pipelininq and parallel Processi ng

k-Toom algorithm (13), Pipelined and

linin
R Iters (12)

Fast convolution (L2) - Cook-Toom
parallel recursive filters (L3)- Look-Ah
with powerof-2 decomposition (L3), Clu

UNIT - IV BrT-LEVE L ARrrl-,r i4Errc ARCHi1'Eq1u qrS;, . 9
Bit-level arithmetic architectures (L2)- parallel multipliers with sign extension (L3), parallel carry-ripple
and carry-save multipliers (L3), design of lyon's bit-serial multipliers using Horner's rule (L3), bit-serial
FiR filter (L3), CSD representation (L2), CSD multiplication using Horner's rule for precision improvement
(13), Distributed Arithmetic fundamentals and FIR filters (L2)

9UNIT-V NUMERTCAL STRENGTH REDUCTTON, SYNCHRONOUS
AND ASYNCHRONOUS PIPELINING

Numerical strength reduction (L2)- sub-expression elimination (L3), multiple constant multiplication (L3),
iterative matching (L3), synchronous pipelining and clocking styles (L2), clock skew in edge triggered
single phase clocking (13), Two-phase clocking (12), wave pipelining (L2). Asynchronous pipelining (12) -
Bundled Data versus Dual-Rail protocol (L2)

TOTAL: 45 PERIODS

oPEN ENDED PROBLEMS / QUESTTONS

Course specific open-ended problems will be solved during the classroom teaching. Such problems can be
given as assignments and evaluated as internal assessment only and not for the end semester
examination
Course Out comes:
Upon completion of this course the students will be able to: BLOOM'S Taxonomy

ply pipelining and parallel processing techniques to alter FIR structuco1 for efficien FPtv
9KIOT o23

CP L T P c
: .ME23VL311 VLSI SIG NAL:. PROCESSING

3 3: o 0 3

M.E. VLSI DESIGN. Veision: 1.O
Programme &
, Branch:

(

M
Faq$ty
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L3 - Apply
co2

Analyse and modify the design equations leading to efficient DSP
powerarchitectures for transforms apply low power techniques for low

d issipation
L3 - Applyco3 Develop fast and area efficient IIR structures
L3 - Applyco4 Develop fast and area efficient multiplier architectures
L2 - Understand

co5 multiplications and build fast hardware for synchronous digitalExplain
ms

REFERENCE BOOKS:
parhi, "VLSI Digital Signal Processing Systems, Design and Implementation", Wiley, 1 st

Edition, 2007.
Keshab K

1

2
U. Meyer - Baese, "Digital Signal Processing with Field Programmable Gate Arrays", Springer,
4th Edition, 2014

VIDEO REFERENCES:
https://www.youtu be. com/watch?v= UA0 h mZU4G0 M &list= PLkLM faSJozia Rd KZB-4qOHTlujJgIVSJ ut

2
https://www.youtube.com/watch?v=7239zCwfmFU&list=PLkL MfaSJoziaRdKZ84qOHTl ujl
qtVSlu&index=4

WEB REFERENCES:
1 NPTEL:: Electronics & Communication Engineering - VLSI Signal processing

ONLINE COURSES:

ps ://on linecou rses. n ptel. ac. in/1

lappr ws ith
r1,... -. ". PO:

7,,ir";li:" 
,,,, 4 PO5

COs
PO1

i.ffii
.: 2 1co1 1

I

12co2

1 1co3 1"
..r .+*l ,i|, ,,,,t)

1 2 2 1co4

2 1cos 1 2

2 2 1Average 1

l-Low, 2 -Medium, 3-High

_!)
N

Board of $tr.ioles
Faarlty of Electronics & Communication Engg

Knowledge lnstitute of Technology
KIOT Campus, Kakapalayam,' Salem-637 504

KIOT 10 M.E/M.Tech Regulations - 2023
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t 'ancn

Instructions if any

Course Objectives:

1 To identify relevant research problems by searching academic databases and literature

2 To design and conduct preliminary studles to explore identified problems

3 To conduct, compile and present research findings effectively
COURSE CONTENT:

The student will identify and select a problem based on comprehensive literature survey

The student should submit a proposal and get it approved by the Head of the department

Three reviews will be conducted by Project review committee

Students will be evaluated by the committee during the review and suggestions will be offered by

members 
r ..

The report for PHASE -I should be submitted by the studelts. at the end of course

Upon completion of this course th nts will be abl
urse Out comes:

BLOOM'S Taxonomy

co1 Identify the research probleffi;:g L3 - Apply

co2 Collect, analyze the relevant liteiature and finalize the research problem L4 - Analyze

co3 Design the experiment, conduct preliminary experiment, analyze the data
and conclude L4 - Analyze

co4 Prepare project report and p L5 - Evaluate

. Mapping of COs with..POs ..

POs
COs

PO1 PO2 PO3 PO4 PO5 PO6

co1 2 3 3 1

co2 3 3 3 2 2

co3 3 3 3 3 2

co4 3 1

Average 2.6 3 2 1

1-Low, 2 -Medium, 3-High

.., lrf' Board of Studies
F.r-rtty of Eledronlcs & Communimlion Engg
Knowledge lnstitute of Technolmil

KIOT Campus, Kakapalayam,-'
Salem-637 Soa
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Instructions if any

Course Objectives:

1 To develop the skill of students for analysing VLSI systems

2 To expose the students to identify optimization methods and evaluate trade off in VLSI systems

3 To expose the students to assess the impact of optimization in VLSI systems

COURSE CONTENT:

It is the continuation of Phase I project. Three reviews will be conducted by project review committee

Students will be evaluated by the committee during the review and suggestions will be offered by

members

At least one paper should be published by the student in international / national conference

The report should be submitted by the studenat,,uajh,? end of course

Course Out comes:
Upon completion of this course the BLOOM'S Taxonomy

co1 Conduct investigation on
systems

sourt€'s:.:of d

" 't"':1i';::::;:

elay and power
Tqfr' 

tion in VLSI L2 - Understand

co2 Analyze the research problem and propose a solution by comprehensive L4 - Analyze

L4 - Analyzeco3 Design experiment perform''optimization of.the VI-SI system

co4 Evaluate the proposed solution with respect to existing literature L5 - Evaluate

L3 - Applycos Prepare project report and present'th:e findings 
,,':,,

"' 'iqdiipinfi of cdi witif POs"' '

POs
COs

PO1 PO2 PO3 PO4 PO5 PO6

2 3 3co1

co2 3 J 3 2

co3 3 3 3 3 2

co4 3 2 1

Average 2.6 3 3 2.6 2 1

1-Low, 2 -Medium, 3-High n1 I

CHAIRpERSTii\i

F.grty.rEff ?'.f""[BX,r,lin',rr,ron.ns,
Kryytgdge tnstitute of Technotog!'

KIOT Carnpus, Kakapalayam,_,

Y =Y=-:'-f' 
,**

KIOT L2 M.ElM.Tech Regulations '2023
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Instructions if any

Course Objectives:

1 To introduce the concepts of Micro Electromechanical devices

2 To know the fabrication process of microsystems

3 To know the design concepts of micro sensors and micro actuators

4 To familiarize concepts of Nano systems

5 To introduce the concepts of Quantum l\4echanics

OVERVIEW 9UNIT-I
New trends in Engineering and Science: Micro and Nanoscale systems (L2), introduction to design of
MEMS and NEMS, MEMS and NEMS - applications (L2), devices and structures (L2). Materials for MEMS:
Silicon, Silicon compounds (L2), polymers, metals (L2)...,-.

9UNIT-II MEMS FABRIC ATION TECHNOLOGIEs
Microsystem Fabrication Processes:
(12). Thin Film Depositions: LPCVD,

Packa Tein Essential Packa in aterials L2

ng, Evaporati ofl,
n I

a dnGA
i CS Se

mplantation (L2), Diffusion, Oxidation
plating (L2); Etching Techniques: Dry

raphy

and Wet Etchlng, Electrochemi
Micromachining, High Aspect-

g: Bulk Micromachining, Surface
ogy (L2); Packaging: Microsystems

UNIT- III 9
nsor/ Vibratory Gyroscope, Capacitive

s Behind These Microsensors (L2). Caseand Piezo Resistive Pressure Sensors
MEMS Sensors: Design of Acoustic

Study: Piezo-Resistive Pressure Sensor

Ii' - , -':
MICRO ACTUATORS , d

Design of Actuators: Actuation Us!ng Therma[, Forces. (L3), Actuation Using Shape Memory Alloys,
Actuation Using Piezoelectric Crystals'(L3),"Actuation !using' Electrostatic Forces (Parallel Plate, Torsion
Bar, Comb Drive Actuators) (L3), Micromechanical Motors and Pumps (L2). Case Study: Comb Drive
Actuators (L2)

9UNIT-V NANOSYSTEMS AND QUANTUM MECHANICS
Atomic Structures and Quantum Mechanics (L2), Molecular and Nanostructure Dynamics: Schrodinger
Equation and Wave Function Theory (L3), Density Functional Theory (L3), Nanostructures and Molecular
Dynamics (L3), Electromagnetic Fields and their Quantization (L2), Molecular Wires and Molecular Circuits
(12)

TOTAL: 45 PERIODS

oPEN ENDED PROBLEMS / QUESTIONS

Course specific open-ended problems will be solved during the classroom teaching. Such problems can be
given as assignments and evaluated as internal assessment only and not for the end semester
examination
Course Out comes:
Upon completion of this course the students will be able to: BLOOM'S Taxonomy

co1 Discuss micro sensors and its applications L2 - Understand

Differentiate various MEMS fabrication techniques 712.--l[pderstandco2
co3 Explain micro actuators with case study L*(naerstand

M. EgnrdTcdctllt*lb6 u I ati o n s - 2023
Farulty of Ehfironics & Commu[ication Engg

Knowledge lnsUtute of Technology
KIOT Campus, Kakapalayam,
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L3 - APPLYco4 Describe function of micro actuators for different applications

L3 - APPLYco5 Apply wave functions to derive quantum parameters

REFERENCE BOOKS:

Chanq Liu, "Foundations of MEMS", Pearson Education India Limited,2d Edition,20061

2 Marc Madou, "Fundamentals of Microfabrication", CRC Press, 1't Edition, 1997

Stephen D. Senturia, "Micro System Design", Kluwer Academic Publishers, Znd Edition , zOOt

4.
Sergey Edward Lyshevski, "MEMS and NEMS:
Edition, 2002

Systems, Devices, and Structures" CRC Press, 2nd

VIDEO REFERENCES:

1 https ://www.youtu be. com/watch?v=w26 1-0ki6FQ

2 https ://www.youtu be. com/watcSzv=jQF4-hO-2qw

WEB REFERENCES:
1 https : //l i n k. sp ri n ger. c om / book/ L0 .1007 / b 13 6 1 1 1

2 https://cse. usf. ed u/- haozheng/ teach/soc/

ONLINE COURSES:

1 https://on lin ecou rses. n ptel. ac. in /noc24-ee0!/preview
ttps ://onl ine,stanford. ed nical-COU
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Instructions if any

Course Objectives:

l_ To understand the concept of Network - on - Chip

2 To learn router architecture designs

3 To study fault tolerance Network - on - Chip

4 To familiarize concepts of faults in NOC

5 To introduce the concepts of 3D architectures

INTRODUCTION TO NOCUNIT-I

Introduction to NOC (L2)- OSI Layer Rules in NOC (L2) - Interconnection Networks in Network-On-Chip
(12) Network Topologies (12)- Switching Techniques (12)- Routing Strategies (L2)- Flow Control Protocol
Qualitv-of-Service Support (L2)

UNIT.II 9

FIFO Design (13)- GALS Style of
VC Router Architecture Design (13) -hitecture Desig

Ada ive Router Architecture Desi
Communication (L2) - Wormhole R

Switching Techniques and Packet

UNIT-III 9

Router Design (L2) - Network Link
uting Methods (12) - Path-Based

and Ada L2ive Routin AI rithms

and Fl w Control

nt Routing Algorlthms (13)- Reliable

Packet Routing-QOS (12), Conges

Multicast Routing For 2D and 3D M

Design (12)- Efficient and Dea

9UNIT-IV
Design-Security in Networks (LZ) -
On Chips-Test and Fault Tolerance
Networks-On-Chips (13)

On-Ch i pi":.:Fbi' 31?V8r,ifiCation of Com m u n icati ons i n N etworks ( 13) -

H ^."tlo :tt 
to;i,.l]= 

":*'; 
t:r!', 

::,Ii:tu 
res ( 13 ) - M o n i to ri n s S e rv i ce s ro r

UNIT-V THREE.DIMENSIONAL INTEGRATION OF NETWORK.
ON.CHIP

9

Three-Dimensional Networks-On-Chips Architectures (L3)- A Novel Dimensionally-Decomposed Router for
On-Chip Communication in 3D Architectures (L3)- Resource Allocation for QOS On-Chip Communication
(13)- Networks-On-Chip Protocols (12) - On-Chip ProcessorTraffic Modeling for Networks- On-Chip (12)

TOTAL: 45 PERIODS

oPEN ENDED PROBLEMS / QUESTIONS

Course specific open-ended problems will be solved during the classroom teaching. Such problems can be
given as assignments and evaluated as internal assessment only and not for the end semester
examination
Course Out comes:
Upon completion of this course the students will be able to: BLOOM'S Taxonomy

co1 Compare different architecture design L2 - Understand
co2 Discuss different routing algorithms l= {ohv
co3 Explain three dimensional Networks on Chip architectures Q- und"rstand
co4 Test and desi n fault tolerant NOC

KIOT Campus, Kakapalayam,

KIOT 15

Salern-637 504

2423
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co5 Design three dimensional architectures of NOC L3 - Apply

REFERENCE BOOKS:

1
Chrysosto MO, Snicopoulos, Vijaykrishnan Narayanan, Chita R.Das "Networks-On-ChiP
Architectures Holistic Design Exploration", Sp rinqer, 2nd Edition, 2012

2
Fayez gebali, Haytham Elmiligi, Mohamed watheq El-Kharashi "Networks-On-Chips Theory and

Practice", CRC Press, 1st Edition 2009

3
Konstantinos Tatas and Kostas Siozios "Designing 2D and 3D Network-On-Chip Architectures",
Springer, 1st Edition, 2013

4
Palesi, Maurizio, Daneshtalab, Masoud "Routing Algorithms in Networks-On-Chip", Springer, J-'t

Edition, 2014

VIDEO REFERENCES:

1 NPTEL:: Electronics & Communication Engineering - Network on Chip

2 https://www.youtu be. comlwatch?v= OArCsk3 Dsxc

WEB REFERENCES
1 What is Network on Chip? | SynoPsYs

2 Education I Network on Chip

ONLINE COURSES:

1 Network on Chip- Course (nptel.ac.in)

2 etwork on Chipl Udem
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Instructions if any

Course Objectives:

1 To study about the evolvable systems algorithms, multi-objective utility functions

2 To understand the concepts of reliability, design-in redundancy, fault tolerance and defect tolerance

3
To design of evolvable systems using Programmable Logic Devices (like FPGAs)

4
To familiarize concepts of modular subsystems with identical components and generalized controller
alqorithms

5 To introduce the concepts of fault-tolerant systems

9UNIT-I INTRODUCTION

Traditional Hardware Systems and its Limitations (L2), Evolvable Hardware, Characteristics of Evolvable
Circuits and Systems (L2), Technology-Extrinsic andrJntrinsic Evolution (L3), offline and
(L3), Applications and Scope of EHW (L2) ,:.,==..:=::,.==..::.'rYi;xll!i:

Online Evolution

9UNIT-II

Algorithms (L3), genetic program
implementations - evolutionary

(L2), variants of EA (12), Genetic
L3), evolutionary programming (L3),

solutions L2

, evolutionary str
L3ton ma d iza (opti - current problems and potential

Fundamentals of evolutionary algo ), compon

r :..:, -l
RECON FIG URABLE DIGITAL DEVICESl,-"i', 9UNIT- III

Basic architectures (L2)- Progra Programmable Gate Arrays (FPGAS)
(L3), using reconfigurable hardware e (L4), evolution of digital circuits (L2)

gti

UNIT - IV =a,.a=... :a...::::a::a:::a.::..::,:,.:=t::::: tt: ii li :i::

RECO N FIG U RABI-E A.NAE.OG DEVICES 9

Basic architectures (12) - Field
(L2), using reconfig urable hardware - desi p

Programma
gn

circuits L2

ys (FPTAS) (12), analog arrays (12), MWMS
on phase (L2), evolution of analogL2 cutiCX

9UNIT-V APPLICATIONS OF EHW '11

Synthesis vs. Adaptation (L2), designing self-adaptive systems (L3), fault-tolerant systems (L3), real-time
systems (L2), intrinsic reconfiguration for online systems (L3), EHW based fault recovery and future work
(12)

TOTAL: 45 PERIODS

oPEN ENDED PROBLEMS / QUESTTONS

Course specific open-ended problems will be solved during the classroom teaching. Such problems can be

given as assignments and evaluated as internal assessment only and ndt for the end semester
examination
Course Out comes:
Upon completion of this course the students will be able to: BLOOM'S Taxonomy

co1 Explain the fundamentals of computational models and evolvable hardware L3 - Apply
Differentiate the various principles of bio-inspired and unconventional
computational svstems

L3 - Apply

co3 Analyse the different reconfigurable digital architectures and its
computational intelliqence techniques. 

^ n /
,rr\nalyse

Analyse the different reconfigurable analog architectures
computational intelliqence techniques. ,*) )b rt-- understand

Ico4

KIOT 17 Facuttv ofBtB6l&lir&GilnR6ir{mfiW s ' 2a23
Knowledge lnstitute of Technology
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co5 Summarise the typical applications of bio-inspired and other EHW systems L3 - Apply

REFERENCE BOOKS:

1
Garrison W. Greenwood and Andrew M. Tyhrrell, "Introduction to Evolvable Hardware: a Practical
Guide for Designing Self- Adaptive Systems", Wlley-Blackwell Press, 1't Edition, 2006

2 Tetsuya Hlguchi, Xin Yao and Yong Liu, "Evolvable Hardware", Springer-Verlag, 1't Edition, 2004

3
Lukas Sekanina, "Evolvable Components
Verlag, 1st Edition, 2004

From Theory to Hardware implementations", Springer

VIDEO REFERENCES:

1 Evolvable Hardware - YouTube

2 https://www.youtu be. com/watch ?v= d psza mfrSrU

WEB REFERENCES:
1 Evolvable Hardwa re (cadence.com)

2 Evolva ble Ha rdwa re /ma in/lectures (utexas. edu)

ONLINE COURSES

1 Evolvable Hardware - Course (nptel.ac.in)

2 Evolvable Hardwa re /lectures (msu. edu)
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Instructions if any

Course Objectives:

1 To classify various soft computing frame works

2 To be familiar with the design of neural networks, fuzzy logic, and fuzzy systems

3 To learn mathematical background for optimized genetic programming

4 To be exposed to neuro-fuzzy hybrid systems and its applications

To introduce the concepts of optimization techniques5

9UNIT-I FUZZY LOGIC:

Introduction to Fuzzy logic (L2)- Fuzzy sets and membership functions (L2)- Operations on Fuzzy sets
(L3)- Fuzzy relations, rules, propositions, imqli.c.q,,.,.._! ll=,.r,dnd inferences (L3)- Defuzzification techniques
(L3)- Fuzzy logic controller design (13)- Some.ab t t s;'g,f,fuzzy logic (12)

9UNIT-II
: : .- . ,:::::::::....:1 'I .". tt:i*lt::1 .

ARTIFICIAL NEURAL ru CTWOR|(S.;II
as a simple computing element (L2),
Itilayer perceptron, backpropagation

Supervised Learning Introduction a

Com utatlonal Ma s: Kohonen N

etworks: architgctu
rning in multilayer pe
L3), R FB N etwN() e

lsg

Iearning (L4)- input layer, accel
Bidirectional associative memorie
Learning (L4), Generalized Hebbi

brain works (L2),

Itive learning (L3), Self- Organizing

n (13), The Hopfield network (14),
The perceptron (L3), Backpropa

). Unsupervised Learning: Hebbian

9UNIT- III ALGPRIIHMi,=.i",..,'.",7GENETIC

1.fr,9blem.(13), Particle swam optimization (13), Ant
tl-,.,',j

(13) - crossover - mutation (12) - Travellin gsa e
Encoding scheme (L3) - Fitness evaluation

air :colonv optimization (L3)

) - traditional optlmization and search
techniques (L3)- Genetic basic concepts (

Genetic algorithm- Introduction (L2) -

9UNIT - IV
:

NEURO-FUZZY MODELING

Adaptive Neuro - Fuzzy Inference Systems (ANFIS) (L2) - architecture (L2) - Coactive Neuro - Fuzzy
Modeling (L2), framework, neuron functions for adaptive networks (L2) - Data Clustering Algorithms (L3) -
Rule base Structure Identification (L2) - Neuro-Fuzzy Control (L2) - the inverted pendulum system (L2)

CONVENTIONAL OPTIMIZATION TECHNIQUES IUNIT-V
Introduction to optimization techniques (L2), Statement of an optimization problem (L3), classification (L2),
Unconstrained optimization - gradient search method -Gradient of a function, steepest gradient -
conjugate gradient (L3), Newton's Method (L3), Marquardt Method. (L3), Constrained optimization
sequential linear programming (L3), Interior penalty function method, external penalty function method
(L2)

TOTAL: 45 PERIODS

oPEN ENDED PROBLEMS / QUESTTONS

Course specific open-ended problems will be solved during the classroom teaching. Such problems can be
given as assignments and evaluated as internal assessment only and not for the end semester
examination

8t-r\u's raxonomyCourse Out comes:
Upon completion of this course the students will be able to:

: ApplyApply different soft computing techniques like Fuzzy, GA and Neuralco1
network

KIOT 19 Fagulty of Elefrqfiat€ohnedeffiiggrs - 2023
Knowledge lnstitute of Technology
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L4 - Analyzeco2 Implement Neuro-Fuzzy and Neuro-Fuzz-GA expert system

L3 - Applyco3 Apply machine learning algorithms through Neural networks
L2-Understandco4 Exp lain Neuro Fuzzy system for clustering and classification

L3 - Applyco5 Apply the optimization techniques to solve the real-world problems

REFERENCE BOOKS:

1
J.S.R.Jang, C.T. Sun and E.Mizutani, "Neuro-Fuzzy and Soft Computing", PHI / Pearson Education,
2nd Edition 2004

2
David E. Goldberg, "Genetic Algorithms in Search, Optimization and Machine Learnlng", Addison
Wesley, 1't Edition, 2009

George J. Klir and Bo Yuan, "Fuzzy Sets, Fuzzy Logic-Theory and Applications", Prentice Hall, 1't
2015Ed ition

VIDEO REFERENCES:

Soft Computing- YouTube1

2 Optimization Techniques - YouTube

WEB REFERENCES:
1 Resources-Soft Computlng and Optimization Techniques - udemy course ware

ONLINE COURSES:
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Instructions if any

Course Objectives:

1 To introduce the VLSI design methodologies and design methods

2 To introduce data structures and algorithms required for VLSI design

3 To study algorithms for partitioning and placement.

4 To study algorithms for floor planning and routing.

To study algorithms for modelling, simulation and synthesis.5

9UNIT_I INTRODUCTION
Introduction to VLSI Design Methodologies (12)- VLSI Design Cycle (L2) - New Trends in VLSI Design
Cycle (12) - Physical Design Cycle (12) - New Trends in Physical Design Cycle (12) - Design Styles (L2) -
Review of VLSI Desiqn Automation Tools (L2) ,:4 .,:,t:.:.. -
UNIT-II DATA STRUCTURES AND I RITHMSAStrC,.AEGO 9

ic Graph Theory and Computational
al Purpose Methods for Combinatorial

(

imization L3
Problems (13)Complexity (13) - Tractable and Int

Introduction to Data Structures an

UNIT- III ALGO R PARTIT ING A CEMENT 9

Layout Compaction (13) - Probl Constraint Graph Compaction (13) -
Partitioning (13) - Placement (12)

(

A
L2 orit h

UNIT - IV ALGORITH M,.: f;9R FLooR D ROUTINGPLANNING.AN
9

Algorithms (13) - Routing (12) - AreaFloorplanning (L2)- Problem Formulati
Routing (13) - Global Routing (12) - Deta

UNIT-V MODELLING, SIMU LATION AND,SYNTHESIS 9
Simulation (12)- Gate Level ModelinQ and Simulation (13)-'Logic Synthesis and Verification (13) - Binary
Decision Diagrams (13) - High Level Synthesis (12)

TOTAL: 45 PERIODS

oPEN ENDED PROBLEMS / QUESTTONS

Course specific open-ended problems will be solved during the classroom teaching. Such problems can be
given as assignments and evaluated as internal assessment only and not for the end semester
examination
Course Out comes:
Upon completion of this course the students will be able to: BLOOM'S Taxonomy

co1 Use various VLSI design methodologies L2 - Understand

co2 Understand different data structures and algorithms required for VLSI
desiq n

L3 - Apply

co3 Analyse partitioning and placement efficiency using algorithms L3 - Apply

co4 Develop algorithms for floor planning and routing L3 - Apply

cos Construct algorithms for modelling, simulation and synthesis 01 /l . f6) Apply

KIOT 2L
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REFERENCE BOOKS:

1 Sabih H. Gerez, "Algorithms for VLSI Design Automation", Wiley-India, 2nd Edition, 2017

2 Naveed a" Sherwani, "Algorithms for VLSI Physical Design Automation", Springer, 3'd Edition, 2077

3
Charles J. Alpert, Dinesh P. Mehta and Sachin S Sapatnekar, "Handbook of Algorithms for Physical
Design Automation", CRC Press, 1't Edition, 2008

VIDEO REFERENCES:

1 https://www.yout u be.com/watch?v= bNGxSmgo_ic&list= PLrEFqtWVv0o56q3dY2kX 14E6-NxKwgWOg

2 https ://www. youtu be. com/watch ?v = hJTK5 nj 1 iq B

WEB REFERENCES:
1 NPTEL:: Electronics & Communication Englneering - CAD for VLSI Design

ONLINE COURSES:

1 https : //a rch ive. n ptel. ac. i n/cou rse s/ 706 / 706 I 1 0 6 1 0 60BB/
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Instructions if any

Course Objectives:

I To introduce the VLSI architectures for image processing

2 To introduce concepts of 3D image processing

3 To study algorithms for binary image processing

4 To study VLSI pipeline architectures for image processing

5 To study VLSI subsystems for image analysis

9UNIT-I IMAGE PROCESSING ALGORITHMS AND
ARCHITECTURES

Image Processing Tasks (L2) - Low Level Image Processing Operations (L3) - Intermediate Level

Operations (L3), Image Processor Archi
Processors (12)- MIMD Systems (L2)-
Low-Level Image Processors (L2)- De

lines (L2)- Design Aspects of Real-Time
tectures (L2)

nts and Classification (12)- Uni and Multi

9UNIT-II
.1,.'.

3D IMAGE PROCESSING 'I. 1 
"I

Processing (L2) - Examples of 3D
odels of Image Operations (L3),

of a Curved Surface ionL3 -Re
ce Fi Iter (13) - Differential Features

aCh ,ar cte
d iD it edizg

ni

Overview of 3D Image (12) - Typ

Algorithm of Image Operations ( Di
Image Processing (L2), Continu

D
(

..,'
Y IMAGE PROCESSING' r,..,];i,*'3D BINAR 9UNIT- III

Division of a Digitized Image (13) - Algorith
(13)

ESS ing Connected Components with Gray Values
llowing (12) -Knot and Link (12) - VoronoiDistance Transformation and Skeleton (

Introduction (L2)- Labeling of a Conn ), Thinning and Axis Thinning (13)-

9UNIT - IV
prpELrNED, 2D AND 3D rMAGE PROCESSTNG
ARCHITECTURES

Architecture of a Cellular Logic Processing Element (L2) - Second Decomposition in Data Path and
Control (L3) - Real Time Pipeline for Low Level Image Processing (L3) - Design Aspects of Image
Processing Architectures (L3) - Implementation of Low Level 2D and 3D and Intermediate Level
Alqorithms (13)
UNIT-V VLSI SYSTEMS FOR IMAGE PROCESSING 9

Concurrent Systems for Image Analysis (L2) - VLSI Wavefront Arrays for Image Processing (L3) - Curve
Detection in VLSI (L3) - Design of VLSI Based Multicomputer Architecture for Dynamic Scene Analysis
(L3), VLSI-Based Imaqe Resamplinq for Electronic Publish (L3)

TOTAL: 45 PERIODS

oPEN ENDED PROBLEMS / QUESTTONS

Course specific open-ended problems will be solved during the classroom teaching, Such problems can be
given as assignments and evaluated as internal assessment only and not for the end semester
examination

D)OM'S 
Taxonomy

Course Out comes:
Upon completion of this course the students will be able to: /^,?-,11'\

Apply Various Architectures to Realize Image Processing Algco1 Ima orithmse Processin AI
N L2 - UNDERSTAND

KIOT 23 tions - 2023
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co2 Apply Various Processlng Techniques of
Architectures for Image Processing

Image and Design Different L3 - APPLY

co3 Construct various pipelined hardware architecture for 2D and 3D Image
p rocessr ng

L3 - APPLY

L3 - APPLYco4 Realize binary image processing algorithm in VLSI systems

co5 Implement filter techniques in 2D and 3D image L3 - APPLY

REFERENCE BOOKS:

1
Pieter Jonker,
Edition, 1992

"Morphological Image Processing: Architecture and VLSI Design", Springer, 1't

2
Junichiro Toriwaki, Hiroyuki Yoshida,
Processinq", Springer, 1st Edition, 2010

"Fundamentals of Three-Dimensional Digital Image

3
King-Sun Fu, "VLSI for Pattern Recognition and Image Processing", Springer-Verlag, 1't Edition

2072

VIDEO REFERENCES:

1 https://www.youtube. com/watch?v=X0eBZUtgN Rs&list= PLfMCiCIRnpU n Fg NSy0QuOuq IIrG0fe5eD

2 https://www.youtu be. com/watch?v= iG5jqlde5 E M

WEB REFERENCES:
1 https : //www. h i ndawi. com/jou rna lslvlrsj!,-ZA],*,1=8.1.,,,J,,!1!!/

2. https : //www. sci enced i rect. com/scie 193318390s367

ONLINE COURSES:

1 htr S onlinecourses.n oc24 ee63 CW

2 htt S onlinecourses.n noc19 ee55 view
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Instructions if any

Course Objectives:

1

2 To study System Verilog and SVA for improvements in Verification Efficiency

3
To introduce advanced verification features, such as the practical use of classes, randomization,
checking, and coverage

4 To study interprocess communication and test coverage

5 To give insight on top level design of system verilog

9UNIT-I VERIFICATION M ETHODOLOGY

Verification Guidelines: Introduction (L2), Verification Process (L2), Verification Plan (L2), Verification
Methodology Manual (12),
(L2), Constrained-Random
Layered Testbench (12)

Basic Testbench Fun i (L2), Directed Testing (12), Methodology Basics

Stimulus (L2 ge (L2), Test bench Components (L2),

,]
sysrEM vEBrLpj.BASrcs AND coNcEPTSUNIT-II

(L2). Procedural Statements an

Functions (13)

with Typedef (13), Creating User-
ynam
(L3),

z Ae 'rar Dys
ttde UStr uct re

, Queues (L2), Creating New Types
Types (L3), Constants, Strings

Data Types: Built-in Data Types,

(L3), Tasks, Functions, and Voidnes: Procedural Sta

9UNIT-III ooPs

Understandins Dynamic objects +*k"."9,gpyipg Obj".-6$.s" ,(l?.).r,f.yglic Vs

Course (L2) - Bui\ding a Test benchr (L3)
Private (12) - Straying Off

Defining Routines Outside of The Class (13) -
De allocation (13) - Using Objects - S

introduction (L2)- Where to Define a

ules (12)- Using One Class Inside Another (13)-
obal Variables (13) -Class Routines (12) -

y - Creating New Objects (L3)- Object

UNIT-IV THREADS AND INTER-PROCESS COMMUNICATION
AND FUNCTIONAL COVERAGE

9

Working With Threads (L3), Inter-Process Communication (L3), Events, Semaphores, Mailboxes (L3),
Building a Testbench with Threads and IPC (L3). Coverage Types (L2), Functional Coverage Strategies
(L2), Simple Functional Coverage Example (L3), Coverage Options (L3), Parameterized Cover Groups
(L3), Analysing Coverage Data (L2), Measuring Coverage Statistics (L2)

UNIT-V COMPLETE DESIGN MODEL USING SYSTEM VERILOG.
CASE STUDY

9

System Verilog ATM Example (13), Data Abstraction (12), Interface Encapsulation (13), Design Top Level
Squat, Receivers and Transmitters (L3), Test Bench for ATM (L3)

TOTAL: 45 PERIODS

Course specific open-ended problems will be solved during the classroom teaching
given as assignments and evaluated as internal assessment only and not for
examination

the
0)

. Such problems can be

ren se
(
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Course Out comes:
Upon completion of this course the students will be able to: BLOOM'S Taxonomy

L2 - Understandco1 Explain the system verilog verification models for digital designs

co2 Apply system verilog to create testbenches for digital designs L3 - Apply

L3 - Applyco3 Build new constructs in System Verilog for verification

L3 - Applyc04 Describe the communication between system verilog modules

L3 - Applyco5 Design a complete system model using Verilog

REFERENCE BOOKS:

1
Chris Spear, "System Verilog for Verification: a Guide to Learning the Testbench Language
Features", Springer, 1st Edition, 2006

2
Janick Bergeron, "Writing Testbenches: Functional Verification of HDL Models",2nd Edition, Kluwer
Academic Publishers, 2003

3
Stuart Sutherland, Simon Davidman and Peter Flake, "System Verilog for Design: a Guide to
Using System Verilog for Hardware Design and Modelifig",2nd Edition, Springer

VIDEO REFERENCES:

1 https://www.youtu be. com/watch?v=zLZRwOkG LNA&list= PLDAn hh k0KczzWXNfATS5BFj lnCPT TTzF

https://www.yo
o&index=5

st= PLDAn h h k0 KczzWXNfATS 5B Fj lnCPT lIzFutube.com/watch?v=
2

WEB REFERENCES:
1 https ://www. chipverify. c ystI s me riVC I og

2 https ://www,systemveri lo ystemverilog orial

ONLINE COURSES:

1 https://onlinecou rses. n ptel h

2 https://onlinecou rses. n ptel.
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Instructions if any

Course Objectives:

1 To study the basic principles of discrete random signal processing

2 To introduce the principles of spectral estimation

3 To learn about the weiner and adaptive filters

4 To understand the different slgnal detection and estimation methods

5 To acquire skills to design synchronization methods for proper functioning of the system

9UNIT_I DISCRETE RANDOM SIGNAL PROCESSING

Discrete Random Processes (L2), Random Variables (L2), Parseval's Theorem (L2), Wiener-Khintchine
Relation (L3), Power Spectral Density (L3), Spectral Factorization (L3), Filtering Random Processes (L3),
Special Types of Random Processes (L2) |

UNIT-II : : -; , tt',,.: t, t

SPECTRAL ESTIMATION;; ,: -;iil''' i ,i ;i 9

Introduction (L2), Nonparametric
Welch and Blackman-Tukey Meth

odified Periodogram (L3), Bartlett,
ARMA, AR and MA Model Based

S Solutionectral Estimation L3

Periodog ra

i nson- Du rbi o
), Parametric- Met

UNIT- III WEINER AND ADAPTIVE FILTERS 9

Weiner Filter: FIR Wiener Filter (

Steepest Descent Method (13)- LM
e Filter: FIR Adaptive Filters (L4)-
orithm (14), Applications (12)

e

ARITHMETIC BUILDING BLOCKS''.. 9UNIT - IV
Signals (L2), Neyman pearson, Minimax

(13), The Extended Kalman Filter (13),
Bayes Detection Techniques (L2), Map, Ml;- Detection-of M-Ary
Decision Criteria (12), Kalman Filter- Disciete- Kilffii'fi Filter
Application (12)

3- .... jr, i.:', .;..::..SYNCHRONiZATION =..' 9UNIT-V
Signal Parameter Estimation (L3), Carrier Phase Estimation (L3), Symbol Timing Estimator (L3), Joint
Estimation of Carrier Phase and Symbol Timlng (L3)

TOTAL: 45 PERIODS

oPEN ENDED PROBLEMS / QUESTIONS

Course specific open-ended problems will be solved during the classroom teaching. Such problems can be

given as assignments and evaluated as internal assessment only and not for the end semester
examination
Course Out comes:
Upon completion of this course the students will be able to: BLOOM'S Taxonomy

co1 Apply the basic principles of discrete random signal processing L3 - Apply

co2 Construct the principles of spectral estimation L3 - Apply

L4 - Analyseco3 Analyze the Weiner and Adaptive filters

Explain the different signal detection and estimation methods L2 - Understandco4

co5 Apply the synchronization methods for proper functioning of the sVsterp l. E6a,
N
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REFERENCE BOOKS:

1
Monson H. Hayes, "statistical Digital Signal Processing and Modeling", John Wiley and Sons,2nd

Edition, 2009
2 lohn G. Proakis, "Digital Communication", McGraw Hill Publications,4th Edition,2001

Simon Haykin, "Adaptlve Filter Theory", 4tn Edition, Pearson Education, 2003

VIDEO REFERENCES:

1 https://www.youtu be. com/watch?v= n kGPnTzPq rk&list= PLCVaVj GeO3 u Fc4u Ey3oFd dcEc-BFO-OSx

2 https ://www.youtube.com/watc5?v=ya 0-S lapejB

WEB REFERENCES:
1 https://www.sciencedirect. com/topics/eng ineering/ada ptive-sig nal-processing

2 https://abra rhash mi.wordpress, com/wp-content/u ploa ds/201,6/02/bernard-widrow-peter- n-
stea rns-ada ptive-sig nal- processlng- prentice- ha!!- 1985. pdf

ONLINE COURSES:

1 https ://onli necou rses. n ptet. @ revtew
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Instructions if any

Course Objectives:

1 To understand the concepts and mathematical foundations of machine learning

2 To explore the different supervised learning techniques including ensemble methods

3 To learn different aspects of unsupervised learning and reinforcement learning

To learn the role of probabilistic methods for machine learning4

5 To understand the basic concepts of neural networks and deep learning

9INTRODUCTION AND MATHEMATICAL
FOUNDATIONSUNIT_I

What is Machine Learning? Need -History - Definitions (L2)- Applications - Advantages/ Disadvantages
(12) - Mathematical Foundations (12) - Linear

= Information theo ry (12)

& Challenges (12) -Types of Machine Learning
Algebra & Analytical Geometry (L23) -
(L3) - Vector Calculus & Optimization

ics (L3) - Bayesian Conditional Probability

9UNIT-II SUPERVISED LEARNING

Introduction - Discriminative an
fitting / Over fitting -Cross Valida
Gradient Linear Models - Support
(12) - K-Nearest Neighbours (12)

ods (L2) - Instance based Methods
on Trees (LZ) - ID3 - CART (L2) -

rca tion Algorithms (12)

(t2)
ion (l

ra VC oM ed
La Re SSre L2 )

KeM nh

Ensemble Methods - (12) Random F

gression - Least Squares - Under
ification - Logistic Regression (12) -

UNSUPERV
LEARNING

FORCEMENT 9UNIT- III

- Clustering Atgorithms (L3) - N Ueanl - 
'Hierarchical Clustering (L3) - Cluster Validity -

Dimensionality Reduction (L3) - Principal Component Analysis" - .Recommendation Systems (L3) - EM

algorithm (L3), Reinforcement Learnihg,,'(L2)''- ElementS..'+=iModef based Learning (L2) - Temporal
Difference Learning (13)

lntroduction

PROBABILISTIC METHODS FOR LEARNING 9UNIT - IV
Introduction (12)- Nalve Bayes Algorithm (13) - Maximum Likelihood -Maximum Apriori (12) - Bayesian

Belief Networks (L3) - Probabilistic Modelling of Problems (L3) - Inference in Bayesian Belief Networks
(13) - Probability Density Estimation (L2)- Sequence Models (12) - Markov Models - Hidden Markov
Models (13)

UNIT-V NEURAL NETWORKS AND DEEP LEARNING, 9

Neural Networks (12) - Biological Motivation (12) - Perceptron (L3) - Multi-layer Perceptron (13) - Feed
Forward Network (L3) - Back Propagation-Activation and Loss Functions (L4) - Limitations of Machine
Learning (12) - Deep Learning (L2) - Convolution Neural Networks (L4) - Recurrent Neural Networks (13)
- Use cases (L2)

TOTAL: 45 PERIODS

oPEN ENDED PROBLEMS / QUESTTONS

Course specific open-ended problems.will be solved during the classroom teaching. Such problems can be
given as assignments and evaluated as internal assessment only and not for the end semgster
examination n.1 /,, /-\

I
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BLOOM'S Taxonomy
Course Out comes:
Upon completion of this course the students will be able to:

co1 Outline the mathematical concepts of each type of machine learning L3 - Apply

L2 - Understandco2 Describe the algorithms of supervised learning

co3 Implement reinforcement learning algorithms for an application and
analyze the results

L3 - Apply

L3 - Applyco4 Implement typical Clustering algorithms for different types of applications

L4 - Analyseco5
Design and implement an HMM for a Sequence Model type of application
and identify applications suitable for different types of Machine Learning
with suitable justification

REFERENCE BOOKS:

1 Stephen Marsland, "Machine Learning: An Algorithmic Perspective", CRC Press, 2nd Edition,2074

2 Kevin Murphy, "Machine Learning: A Probabilistic Perspective", MIT Press, 1st Edition,2012

3
Ethem Alpaydin, "Introduction to Machine Learning - Adaptive Computation and Machine Learning
Series", MIT Press, 3'd Edition, 2014

VIDEO REFERENCES:

1 https ://www.youtu be.com/watch?v= u kzFI9 rgwfU

https ://www.youtu be.com/wa tch2

WEB REFERENCES:
1 https ://www.spiceworks.co l-intelligen hat-is-ml/lcta

2 ine-lea rninibm.cott i

ONLINE COURSES:

1 ttps://on linecourses. n ptel :23 cslB
2
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Instructions if any

Course Objectives:

1 To provide the student wlth basic understanding of image fundamentals and transforms

2 To provide exposure to the students about image enhancement and restoration

3 To impart a thorough understanding about segmentation and Recognition

4 To know the Video Processing and motion estimation

5 To study the concepts will enable students to design and develop an image processing application

FUNDAMENTALS OF IMAGE PROCESSING AND
TRANSFORMS

9UNIT-I
Introduction (L2), Image sampling, Quantization, Resolution (L2), Image file formats (L2), Elements of

Discrete Fourier transform (L2), Walsh
(L2), singular value decomposition

image processing system (L2), Need for tran im age transforms (L2), Fourier transform,2 D

(L2), comparison of different image
transform, Haar transform, KL transform

transforms (L2), Diqital Camera work
UNIT-II ENHANCEMENT AND RESTORATION {1",- " 9

spatial filters, Sharpening spatial
domain (L3), image smoothing,

Spatial filtering (12), Smoothing
s: Basics of filtering in frequencymai

sing (12)

degradation, Image restoration
Color imBlind deconvolution

). Frequ

age restoration techniques (L3),

Spatial domain methods: Hi

on to Image restoration, Image

UNIT- III SEGMENTA 9

tion -(L2), Boundary description (L2), Fourier
(L4):r.Tqture - Patterns and Pattern classes

p
(

ry

(L4) - Recoqnition based on matching ( )

segmentation (14) Region
processing- erosion and dilation ounda
Descriptor (L2), Regional Descri

Edge detection (L2), Edge linking via - Thresholding (13) - Region based
itting and merging (13)- Morphological

UNIT - IV BASIC STEPS OF VIDEO PROCESSING 9

Analog Video, Digital Video (L3), Time-Varying image Formation models: Three-Dimensional Motion
Models (L4), Geometric Image Formation, Photometric Image Formation (L4), Sampling of Video signals
(L2). Filterinq operations (L2)
UNIT-V 2-D MOTION ESTIMATION 9

Optical flow, optical flow constraints (L2), General Methodologies, Pixel Based Motion Estimation (L2),
Block Matching Algorithm (12), Mesh based Motion Estimation (12), Global Motion Estimation (12),
Region based Motion Estimation (L2), Multi resolution motion estimation (L2), Waveform based coding,
Block based transform coding, Predictive coding (L2), Application of motion estimation in Video coding
(12)

TOTAL: 45 PERIODS

oPEN ENDED PROBLEMS / QUESTTONS

Course specific open-ended problems will be solved during the classroom teaching. Such problems can be
given as assignments and evaluated as internal assessment only and not for the end semester
examination ,\ / \_/-\
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Course 0ut comes:
Upon completion of this course the students will be able to: BLOOM'S Taxonomy

co1 Explain the digital image, representation of digital image and digital images
in transform Domain

L2 - Understand

co2 Apply the detection of point, line and edges in images in various image
compression techniques

L3 - Apply

co3
Analyze the video technology from analog color TV systems to digital video
systems, how video signal is sampled and filtering operations in video
processinq

L4 - Analyse

co4 Apply the general coding methodologies for 2D motion estimation in video
processinq

L3 - Apply

co5 Describe image and video processing systems L2 - Understand

REFERENCE BOOKS:

1 Gonzalez and Woods. "Digital Image Processing" Pearson, 3'd Edition, 2016

2 Alan.C. Bovik, "Handbook of Image and Video processing", Academic press, 2nd Edition, 2010

3 K.R.Castelman, "Digital Image processing", Prentice Hall, 1't Edition 2007

VIDEO REFERENCES:

1 https : //www.yo utu be. com/watch?v =xUCsfKaBbi0&l ist= PLm_M S Cl snw m9I 2ivi E 0YKt6 PZTyQCYcBj

2 https ://www.youtube. com/watch?v PLuv3GM 6gsE0BDuaC6pFUvFa DZTEnWGX

WEB REFERENCES:
1 https://catalog. olem iss. ed ring/engs-673

2 https://www. g ee ksforgee tgl tal-image-p ing

ONLINE COURSES:

1 ps ://on I i necourses. n ptel.
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(Special Elective)

Course Objectives:

1 To apply image enhancement and restoration techniques in medical images

2 To apply the image registration techniques for given medical image modalities

3 To segment and analysis the given medical image modalities

4 To apply computer- aided diagnosis methods for medical image processing and analysis

5 To apply deep learning techniques for given medical imaging modalities

I..'NIT-I INTRODUCTION TO IMAGE PROCESSING 9

Overview of medical imaging modalities (X-ray, CT, MRI, Ultrasound, PET) (L2), Fundamentals of image
formation and acquisition (L2), Image enhancement (filtering, contrast adjustment, histogram
equalization) (L3), Image restoration (denoising, de,bfurrlng) (L3), Feature extraction and representation
(13)

UNIT-II 9
rotation, scaling) (L3), non-rigid
Practical applications of imagebased,

istration in medical ima in L
ed bt efor

Image registration (L2), Rigid tra
transformation models (elastic,

on models (tr

UNIT- III IMAGE S NTATION 9

PIntroduction to statistical shape
(L4), Applications in organ seg
segmentation (L3), Level set meth

lex anatomical structures Prcom L3

analysis (PCA) for shape modeling
ntial equations (PDE) in image

ls (L4), Applications in segmenting
mentation techn UES L2

UNIT - IV COMPUTER AIDED DIAGi(OSIS,,] "'
9

Introduction to computer-aided diagnosis (CAD) (L2), Qase study on CAD for cancer detection (L4),
Evaluation metrics (sensitivity, spe-ificity, " ROC analysis) (L4), , Advanced CAD applications ( L2),
Integration of CAD systems in clinical workflow (L4), Ethical and requlatory considerations (L2)
UNIT-V DEEP LEARNING FOR MEDICAL IMAGE ANALYSIS
Basics of deep learning in medical imaging (LZ), 3D convolutional neural networks (CNNs) and
architectures (L4), Applications in volumetric image analysis (L4)
Introduction to generative models (GANs, VAEs) (L4), Synthetic data generation for training deep
learning models (L4), Appflcaliqns in data augmentation and anomaly detection (L2)

TOTAL: 45 PERIODS

oPEN ENDED PROBLEMS / QUESTTONS

Course specific open-ended problems will be solved during the classroom teaching. Such problems can be
given as assignments and evaluated as internal assessment only and not for the end semester
examination
Course Out comes:
Upon completion of this course the students will be able to: BLOOM'S Taxonomy

co1 Apply image enhancement and restoration techniques for given medical
images L3 - Apply

,

co2 Apply image registration techniques for given medical images
n r'\

tf ,7rytotv

co3 Segment and analysis the given medical images \X-l L4y' enalysis

e
arnpu s, KakaPalaYam,
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co4 Analysis the given medical images by using computer-aided diagnosls L4 - Analysis

co5 Utilize the deep learning techniques to analysis the given medical images L4 - Analysis

REFERENCE BOOKS:

1 Atam P. Dhawan, "Medical Image Analysis", John Wiley & Sons, 1't Edition, 2010

2
S. Kevin Zhou, Hayit Greenspan and Dinggang Shen, "Deep Learning for Medical Image Analysis",
Elsevier, 1't Edition, 2017

3
Milan Sonka, Vaclav Hlavac, Roger Boyle, "Image Processing, Analysis and Machine Vision",
Sprinqer, 4th Edition, 2017

4
Jerry L. Prince, Jonathan M. Links, "Medical Imaging Signals and Systems", Pearson Education, 1 st

Edition,2014

5
I.N. Bankman, "Handbook of Medical Image Processing and Analysis",
2008

Academic Press, 3'd Edition,

VIDEO REFERENCES:

1 h tt ps : //on I i n eco u rses. n pte l. a c. i n / no c22 _bt3 4 / p r evi ew

2 https : //on I i n ecou rses. n ptel. ac. i n / noc24 
-ee57l 

previ ew

WEB REFERENCES:
1 h ttps : //www. i i tk. a c. i n / cce / cou rses / 23 -24 / Bi o M edl

ONLINE COURSES:

1 https://on linecourses. n ptel.ac. in/
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(Special Elective)
Course Objectives:

1 To understand the different techniques in wireless data transmission

2 To understand the basics of big data analytics
3 To introduce statistic and analytlc tools in big data

4 To learn database frameworks in bigdata

5 To gain knowledge of bigdata op timization techniques
9WIRELESS DATA TRANSMISSIONUNIT-I

Distributed data Streams (L2)- Dynamic data transmisslon in Wireless Sensor
optimization techniques for wireless sensor networks (L2)- secure and efficient data t

mized Leach Protocol (L2)- MIMO Antenna design for Wireless Applications (L2)- Optima
in Hvbrid MIMO svstems (L3)- Wireless Underground networks (L2)- Radio pro
Opti

)
I Precoding

pagation models (L2

Networks (12)-
ransmission (L2)-

9UNIT-II INTRODUCTION TO BIGDATA
ntional Systems (12) - Intelligent data

g Distributions (12) - Re-Sampling -

Introduction to Big Data Platform (12) -
analysis (L2) - Nature of Data (12) -
Modern Data Analytic Tools (12) -
Statistical Inference - Prediction E

9BIGDATA ANDnLGORITHMS,. t;UNIT- III
Challenges of handling big data
Decision Trees (L3)- Support

(13)-
(12)-

B

ne
Ada Aware scheive OS L2 Iture case studies L2

tion (L2) - Linear Regression
eighbors (13)- Clustering

IUNIT - IV
FitD rist tedbu eadoHL2b eAS S op( )

ttacks no 2SociAa no I fere cn eti
Map Reduce - Hadoop, Hive, Map
Systems (L2)- Case Study (L2)-
Networks L2

oprrMrzATroN rrcHrviQUeS rru BTGDATA 9UNIT-V
Classification of optimization
Technique Effectiveness (L3)

techniques (13)- Evaluation of
ques for Big Data (13) - query

optimization process (L2) - ant colony optimization (L2)
.e u nigenZ-o ni

TOTAL: 45 PERIODS

oPEN ENDED PROBLEMS / QUESTTONS

Course specific open-ended problems will be solved dur:ing the classroom teaching. Such problems can be

given as assignments and evaluated as internal assessment only and not for the end semester
examination

BLOOM'S TaxonomyCourse Out comes:
Upon completion of this course the students will be able to:

L2 - Understandco1 Explain the different techniques in wireless data transmission

L2 - Understandcoz Describe the basic concept of bigdata analytics

L3 - Applyco3 Apply algorithmic tools for prediction in bigdata analytics

L2 - Understandca4 Relate the database framework in bigdata analytics

L3 - Applyco5 Apply various optimization techniques in bigdata

REFERENCE BOOKS: I
1 Georgios Skourletopoulos, George Mastorakis, "Mobile Big data", Springer, 1BEd
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2 Michael Berthold, David J. Hand, "Intelligent Data Analysis", Springer,2nd Edition, 2OI9

3 Bill franks, "Taming the Big Data Tidal Wave", John Wiley & sons, 1't Edition, 2012

4. Hannah Bast, Claudius Korzen, "Algorithms for Big Data" Springer, 1't Edition, 2022

5
Ali Emrouznejad, "Big Data Optimlzation Recent Developments and Challenges", Springer 1't
Edition 2018

VIDEO REFERENCES:

1 https://on linecou rses. n ptel. ac. inlnoc20-ee59/preview

2 hltps : / / ar ch i ve. n pte I . ac.in / noc/ co u rses/ n oc 7 6 / SEMZ / nocl6 - cs72/

WEB REFERENCES:
1 https://www.simplilearn.com/tutorials/big-data-tutorial/big-data-applications
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(Special Elective)
Course Objectives:

1 To understand the medical image formation principles such as X-Ray and CT

2 To learn how to store and process medical images for analysis
3 To become famlliar with the fundamentals of image visualization

4
To understand the process of segmentation and classification of the field of medical image
processinq

5 To understand the concepts of nuclear imaging technologies

UNIT-I INTRODUCTION 9

Introduction to medical imaging technology (L2) - systems, and modalitles (L2) - Brief history -
importance - applications - trends - challenges (L2) - Medical Image Formation Principles (L2) - X-Ray
physics - X-Ray generation - attenuation - scattering (L2) - Basic principles of CT - reconstruction
methods - artifacts - CT hardware (L2)

STORAGE AND PROCESS.TNG , 9UNIT-II
Medical Image Storage (L2)- Archiving a

- filteri -h ram modelin
hres tdo ng
edical Im

stems and Formats Picture archiving and

ing (12)- Enhancement - Filtering
cement (L2) - SNR characteristics

Hospital Information Systems (HI
Basic image processing algorith

gy Information Systems (RIS) andcommunication system (PACS) (L2)

UNIT. III I
Medical Image Visualization
rendering/visualization (L3) - ani
Mathematics of MR (L3)- spin phy
L2 L2- ima e a rtifacts

(L2)- surface and volume
ic Resonance Imaging (MRI) (12)-

) - imaging principles and hardware

UNIT. IV a

SEG M E NTATION.AN D CLASSIFICATION 9
Medical Image Segmentation (L2)- Histogram-based methods (L2)- Region growing and watersheds
(L2)- Markov Random Field models (L2)- active coptours'- mo(el-based segmentation (L2)- multi-scale
segmentation (L2)- semi-automated" methods (L2)- clusteting-based methods (L2)- classification-based
methods (L2)- atlas-guided approaches - multi-model segmentation (L2)- Medical Image Registration
Intensity (L2) -based methods - cost functions - optimization techniques (L2)
UNIT-V NUCLEAR IMAGING 9
PET and SPECT Ultrasound Imaging methods (L2)- mathematical principles (L3)- resolution - noise
effect (L3) - 3D imaging - positron emission tomography G2) - single photon emission tomography
(L2)- ultrasound imaging (L2)- applications - Medical Image Search and Retrieval (L3), Current
technology in medical image search (L2) - content-based image retrieval (L3) - new trends - ontologies
- Appllcations (12)- Other Applications of Medical Imaging Validation (f3)- Image Guided Surgery (12)-
Imaqe Guided Therapy (L2)- Computer Aided Diaqnosis/Diagnostic Support Systems (L2)

TOTAL: 45 PERIODS

oPEN ENDED PROBLEMS / QUESTTONS

Course specific open-ended problems will be solved during the classroom teaching. Such problems can be
given as assignments and evaluated as internal assessment only and not for the end semester
examination
Course Out comes:
Upon completion of this course the students will be able to: BLOOM'S Taxonomy

co1 Represent the medical image formation principles " L2 I Updgrstand

co2 Compare and contrast the storage and classification techniques invol
tt,

lI{;F,"aerstand
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medical image processing

co3 illustrate the fundamentals of medical image visualization techniques L3 - Apply

Elaborate various methods of segmentation and classification in medical
imaqe processinq

L2 - Understand

co5 Illustrate the technologies involved in nuclear imaging L3 - Apply

REFERENCE BOOKS:

1
L S. R. Jang, C. T. Sun, E. Mizutani, "Neu
to Learninq and Machine IntelligencqL IH

ro Fuzzy and Soft Computing - A Computational Approach
I learninq, 2nd Edition, 2012

2 Yoshua Bengio, Aaron Courville, Ian Good fellow, "Deep Learning", MIT Press, 1 't Edition,2016

3
Trevor Hastie, Robert Tibshirani and Jerome Friedman, "The Elements of Statistica I Learning", 2d
Edition 2009

4 Christopher Bishop, "Pattern Recognition and Machine Learning", Springer, 1't Edition,2006

5
Shai Shalev, Shwartz, Shai Ben David, "Understanding Machine Learning", Cambri dge University
Press, 1st Edition, 2017
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